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Monday, August 5

Time Title of presentation Lecturer

8:30 am Adaptive Linear Solvers and Eigensolvers
Jack Dongarra, 

U. Tennessee-Knoxville

Thursday, August 8

Tuesday, August 6

Time Title of presentation Lecturer

8:30 am Communication-Avoiding Algorithms for Linear Algebra
Jim Demmel, 

UC Berkeley

9:30 am ï

9:30 pm

Numerical Algorithms and Software for Extreme-Scale 

Science: Integrated Lectures and Hands-on Lessons
Track 5 Team

Time Title of presentation Lecturer

8:30 am The Convergence of Big Data and Large-scale Simulation David Keyes, KAUST

Track 5: Numerical Algorithms & Software for Extreme-Scale Science

See details 
next page
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Track 5: Numerical Algorithms & Software for Extreme-Scale Science

Tues, Aug 6, 2019Time Title of presentation Lecturer

9:30 am
Overview of Numerical Algorithms & Software for Extreme-

Scale Science

Lois Curfman McInnes, 

ANL

é with hands-on lessons throughout the day for various topics (lead: Mark C. Miller, LLNL)

10:30 am Break

11:00 am Structured/Adaptive Meshing and Discretization
Ann Almgren and Don 

Willcox, LBNL

12:00 pm Time Integration and Nonlinear Solvers (part 1) Dan Reynolds, SMU

12:30 pm Lunch

1:30 pm Time Integration and Nonlinear Solvers (part 2) Dan Reynolds, SMU

2:00 pm Krylov Solvers and Preconditioning
Jonathan Hu and Christian 

Glusa, SNL

3:00 pm Break

3:30 pm Panel: Extreme-Scale Algorithms & Software Track 5 Team

4:25 pm Numerical Optimization Alp Dener, ANL

5:10 pm Putting It All Together Ann Almgren, LBNL

5:30 pm Dinner [+ Dinner talk] Mark C. Miller, LLNL

6:30 pm Hands-on Deep Dives ... 1-on-1 Discussions é Prizes!Track 5 Team

+ Hands-on lessons

Additional contributors to 
lectures and hands-on 
lessons: 

Satish Balay (ANL), Aaron Fisher 
(LLNL)

Additional contributors to 
gallery of highlights:

Various HPC package developers

See also Track 7: 

Software Productivity 
(Aug 8)
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Track 5: Numerical Algorithms and Software:  Tutorial Goals

Provide a basic understanding of a variety of applied mathematics 
algorithms for scalable linear, nonlinear, and ODE solvers as well 
as discretization technologies (e.g., adaptive mesh refinement for 
structured and unstructured grids)

Provide an overview of software tools available to perform these 
tasks on HPC architectures é including where to go for more info

Practice using one or more of these software tools on basic 
demonstration problems

1. 

2. 

3. 
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This presentation gives a high-level introduction to HPC 
numerical software

ÅHow HPC numerical software addresses challenges in computational science and 
engineering (CSE)

ÅToward extreme-scale scientific software ecosystems

ÅUsing and contributing: Where to go for more info

Why is this important for you?
ïLibraries enable users to focus on their primary interests

ÅReuse algorithms and data structures developed by experts

ÅCustomize and extend to exploit application-specific knowledge

ÅCope with complexity and changes over time

ïMore efficient, robust, reliable, scalable, sustainable scientific software

ïBetter science, broader impact of your work
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This work is founded on decades of experience and 
concerted team efforts to advance numerical software é

ÅExascale Computing Project

ÅFASTMath SciDAC Institute

ÅDevelopers of xSDK packages

https://fastmath-scidac.org

https://exascaleproject.org

https://ideas-productivity.org

é While improving software productivity & sustainability 
as key aspects of advancing overall scientific productivity

https://xsdk.info

https://bssw.io

Community efforts: 
Join us!

See also Track 7: 

Software Productivity (Aug 8)

ÅIDEAS Software Productivity Project

ÅBetter Scientific Software Community

https://www.exascaleproject.org/
https://bssw.io/
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FASTMath: Frameworks, Algorithms & Scalable Technologies for 
Mathematics 

Covers 8 technical areas

50+ researchers from 5 DOE labs and 5 universities

FASTMath Goals:

ÅDevelop advanced numerical techniques for DOE 
applications

ÅDeploy high-performance software on DOE 
supercomputers

ÅDemonstrate basic research technologies from applied 
mathematics

ÅEngage and support of the computational science 
community

https://fastmath-scidac.org

100ôs of person years of experience building math software

Esmond G. Ng, FASTMath Institute Director (EGNg@lbl.gov)
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CSE: Essential driver 
of scientific progress

Å all branches of the sciences

Å engineering and technology

Å support of decision-making across 

a spectrum of societally important 

applications

CSE = Computational 

Science & Engineering

Development and use of 

computational methods for 

scientific discovery
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Rapidly expanding role of CSE: New directions 
toward predictive science

Research and Education in Computational Science & Engineering 
U. Rüde, K. Willcox, L.C. McInnes, H. De Sterck, G. Biros, H. Bungartz, J. Corones, E. Cramer, J. Crowley, O. Ghattas,    
M. Gunzburger, M. Hanke, R. Harrison, M. Heroux, J. Hesthaven, P. Jimack, C. Johnson, K. Jordan, D. Keyes, R. Krause, 
V. Kumar, S. Mayer, J. Meza, K.M. Mørken, J.T. Oden, L. Petzold, P. Raghavan, S. Shontz, A. Trefethen, P. Turner,             
V. Voevodin, B. Wohlmuth, C.S. Woodward, SIAM Review, 60(3), Aug 2018, https://doi.org/10.1137/16M1096840.

ÅMathematical methods and algorithms

ÅCSE and HPC: Ubiquitous parallelism

ÅCSE and the data revolution

ÅCSE software

ÅCSE education & workforce development

https://doi.org/10.1137/16M1096840


ATPESC 2019, July 28 ïAugust 9, 201910

Software is the 
foundation of 
sustained CSE 
collaboration and 
scientific progress.
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Problem description

Conceptual model

Algorithmic model

Mathematical model

Simulation

Experiment

Idealization

Developing
 a CSE model

Model 
validation

Model
verification

Parameter
identification

New Insight

HPC 

model

Software

Data

CSE cycle: Modeling, simulation, and analysis
ÅSoftware: independent but interrelated 

elements for various phases that together 
enable CSE
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CSE simulation starts with a forward simulation that 
captures the physical phenomenon of interest

Á Develop a mathematical model of 

the phenomenon of interest

Á Approximate the model using a 

discrete representation

Á Solve the discrete representation

Á Adapt and refine the mesh or model

Á Incorporate different physics, scales

Requires: mesh generation, partitioning, load balancing, high-order discretization, time integration, 

linear & nonlinear solvers, eigensolvers, mesh refinement, multiscale/multiphysics coupling, etc.

discretization

algebraic solvers

meshes

physics models

refine

CSE simulation loop
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CSE analysis builds on the CSE simulation loop é and 
relies on even more numerical algorithms and software

Requires: adjoints, sensitivities, algorithmic differentiation, sampling, ensembles, data analytics, 

uncertainty quantification, optimization (derivative free & derivative based), inverse problems, etc.

discretization

algebraic solvers

meshes

physics models

refine

CSE simulation loop

uncertainty quantification

data analytics

sensitivities/derivatives

CSE simulation loop

optimization / design

CSE analysis loop

Beyond 

interpretive 

simulations é 

working toward 

predictive 

science
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First consider a very simple example

Å1D rod with one end in a hot water bath, the other in a cold 

water bath

ÅMathematical model

Ð2T = 0 ÍW

T(0) = 180o T(1) = 0o

Hot water

bath
Cold water

bath



ATPESC 2019, July 28 ïAugust 9, 201914

The first step is to discretize the equations

ÅApproximate the derivatives of the continuous equations with a discrete 

representation that is easier to solve

ÅOne approach: Finite differences

i i+1i-1

Ð2Tº(Ti+1 -2Ti + Ti-1)/h
2 = 0

}

h

T0 = 180o Tn = 0o

Hot water

bath
Cold water

bath
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Then you can solve for the unknowns Ti

ÅSet up a matrix of the unknown coefficients

ïinclude the known boundary conditions

ÅSolve the linear system for Ti

ÅVisualize and analyze the results

2  -м   л ΧΧΧΦΦΦΦΦ л       ¢1                        180 h2

-1   2  -м  л  ΧΧΧ л       ¢2                              0

0  -1   2  -м  л ΦΧ0       T3        0

ΧΧΧΦΦ                  Φ                      Φ
л ΧΧΧΦΦΦΦΦ л  -1   2      Tn-1   0

=
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As problems get more complicated, so do the steps in the 
process

ÅDifferent discretization strategies exist for differing needs

ÅMost problems are time dependent and nonlinear

ïNeed higher algorithmic levels than linear solvers

ÅIncreasingly combining multiple physical processes

ïInteractions require careful handling

ÅGoal-oriented problem solving requires optimization, uncertainty quantification

FlexibilityEfficiency
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Structured AMR
Mapped-

multiblock grids

Embedded 
boundary 
methods

Particle-based 
methods

Structured grid efforts focus on high-order, mapped grids, 

embedded boundaries, AMR, and particles

Application to cosmology, astrophysics, accelerator modeling, fusion, climate,

subsurface reacting flows, low mach number combustion, etc.


